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Abstract. Optimization problems depending on a probability measure correspond to many eco-
nomic applications. Since the “underlying” measure is usually unknown the decision is mostly
determined on the date basis, it means on statistical (mostly empirical) estimates of the probability
measure. Properties of the optimal value (and solution) estimates have been investigated many
times. There were introduced assumptions under which the asymptotic distribution estimate is nor-
mal and the convergence rate is at least exponential. We generalize the assertions concerning the
rate convergence. Especially we shall consider distributions with the Pareto tail.
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1 Introduction

Economic processes are often influenced by a random factor and a decision parameter. Constructing
mathematical models we obtain mostly models depending on a probability measure. They can be static
(one stage) or dynamic. A multistage stochastic programming technique can treat an essential class of dy-
namic cases. Employing a recursive definition (see e.g. [9], [11]), we obtain a system of one–stage (mostly)
parametric problems. Consequently, the investigation of one problems is crucial also for multistage cases.

To introduce “classical” one–stage stochastic programming problem let (Ω, S, P ) be a probabi-
lity space; ξ (:= ξ(ω) = [ξ1(ω), . . . , ξs(ω)]) s–dimensional random vector defined on (Ω, S, P ); F (:=
F (z), z ∈ Rs) and PF the distribution function and the probability measure corresponding to ξ;
Fi, i = 1, . . . , s one–dimensional marginal distribution functions of ξi, i = 1, 2, . . . , s. Let, moreover,
g0(:= g0(x, z)) be a real–valued (say continuous) function defined on Rn × Rs; X ⊂ Rn be a nonempty
set. If the symbol EF denotes the operator of mathematical expectation corresponding to F, then a rather
general “classical” one–stage stochastic programming problem can be introduced in the form:

Find
ϕ(F ) = inf{EF g0(x, ξ)|x ∈ X}. (1)

Since in applications very often the problem (1) has to be solved on the basis of empirical data we have
to replace the measure PF by its estimate. An empirical probability measure is a very suitable candidate
for it. Consequently, the solution of the problem (1) has to be often sought (in applications) w.r.t. an
“empirical problem”:

Find
ϕ(FN ) = inf{EFN g0(x, ξ)|x ∈ X}, (2)

where FN denotes an empirical distribution function determined by a random sample {ξi}Ni=1 (not nec-
essary independent) corresponding to the distribution function F. If we denote the optimal solutions sets
of (1) and (2) by X (F ), X (FN ), then (under rather general assumptions) ϕ(FN ), X (FN ) are “good”
stochastic estimates of ϕ(F ), X (F ).

The investigation of the empirical (above introduced) estimates started in 1974 by [16]; followed by
many papers (see e.g. [3], [15]). The investigation of the convergence rate appeared in [5] and followed
e.g. by [1], [4], [12]; for weak dependent random samples e.g. by [6]. The exponential rate convergence has
been proven under some relatively strong assumptions on the objective function and on the “underlying”
distribution function F. Employing the stability results [8] we can see that the normal distribution is
covered by this approach. However, the distribution functions with heavy tails correspond to many random
factor in economic problems (see e.g. [13], [14]). The aim of this contribution is to genaralize results [5]
to the case of distribution functions with the Pareto tail.
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2 Auxiliary Assertion

2.1 Stability

To recall a suitable stability result, let P(Rs) denote the set of all Borel probability measures on Rs, s ≥ 1
and let M1(Rs) be defined by

M1(Rs) = {P ∈ P(Rs) :
∫
Rs

‖z‖1sP (dz) <∞},

‖ · ‖1s denotes the L1 norm in Rs. We shall introduce a little generalized assertion of [7].

Proposition 1. [7] Let PF , PG ∈M1(Rs), X be a compact set. If for every x ∈ X

1. g0(x, z) is a Lipschitz function of z ∈ Rs with the Lipschitz constant L,
2. finite EF g0(x, ξ), EGg0(x, ξ) exist,
3. g0(x, z) is a uniformly continuous function on X ×Rs,

then
| inf
x∈X

EF g0(x, ξ)− inf
x∈X

EGg0(x, ξ)| ≤ L
s∑
i=1

+∞∫
−∞

|Fi(zi)−Gi(zi)|dzi. (3)

Evidently, the right hand side of the relation (3) is in the form of a product of the Lipschitz constant
and the Wasserstein metric. Replacing the distribution G by an empirical FN we can investigate the
convergence rate of the empirical estimates ϕ(FN ), X (FN ).

2.2 Empirical Estimates

Proposition 2. Let s = 1, t > 0. Let moreover PF ∈M1(R1). If

1. PF is absolutely continuous with respect to the Lebesgue measure on R1,
2. there exists ψ(N, t) := ψ(N, t, R) such that the empirical distribution function FN fulfils for R > 0

the relation
P{ω : |F (z)− FN (z)| > t} ≤ ψ(N, t) for every z ∈ (−R, R),

then for t
4R < 1, it holds that

P{ω : |F (z)− FN (z)| > t} ≤ ( 12R
t + 1)ψ(N, t

12R , R) + P{ω :
−R∫
−∞

F (z)dz > t
3}+

P{ω :
∞∫
R

(1− F (z))dz > t
3} + 2NF (−R) + 2N(1− F (R)).

If, moreover,

3. there exists R := R(N) defined on N such that R(N) −→(N−→∞) ∞ and simultaneously for
β ∈ (0, 1

2 )

Nβ
−R(N)∫
−∞

F (z)dz −→N−→∞ 0, Nβ
∞∫

R(N)

[1− F (z)]dz −→(N−→∞) 0,

2NF (−R(N)) −→(N−→∞) 0, 2N [1− F (R(N))] −→(N−→∞) 0,

( 12R(N)Nβ

t + 1)ψ(N, t
12R(N)Nβ

, R(N)) −→(N−→∞) 0,

(4)

then also
P{ω : Nβ

∞∫
−∞

|F (z)− FN (z)| > t} −→(N−→∞) 0 for β ∈ (0,
1
2

).

(the symbol N denotes the set of natural numbers.)

Proof. The assertion can be proven by the proof technique employed in [8]. �

It is well known (see e.g. [2]) that if {ξi}∞i=1 is a sequence of independent random values with a
common distribution function F, then we can set

Ψ(N, t, R) = exp{−2Nt2}, t > 0, R > 0, N = 1, 2, . . . , . (5)

Setting R(N) = Nγ , γ + β ∈ (0, 1
2 ) we can see that the following assertion holds.

Corollary 1. Let s = 1, t > 0. Let, moreover, PF ∈ M1(R1), {ξi}∞i=1 be a sequence of independent
random values with a common distribution function F. If
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1. PF is absolutely continuous with respect to the Lebesgue measure on R1

(we denote by f the probability density corresponding to F ),
2. there exists constants C1, C2 and T > 0 such that

f(z) ≤ C1 exp{−C2|z|} for z ∈ (−∞, −T ) ∪ (T, ∞),
then

P{ω : Nβ

∞∫
−∞

|F (z)− FN (z)| > t} −→N−→∞ 0 for β ∈ (0,
1
2

).

Proof. The assertion follows from Proposition 2 and the assumptions. �

The assumption 2 of Corollary 1 covers the normal and empirical distributions. However, many random
elements corresponding to economic applications correspond to distributions with heavy tails. We employ
the uniform Pareto distribution introduced in [13]. A random value ξ has a Pareto distribution if its
probability measure PF and its probability density f fulfils the relation

PF {ξ > z} = Cz−α, f(z) = Cαz−α−1 for z > C
1
α ,

0 z ≤ C 1
α .

(6)

Evidently, the Pareto distribution has only one tail. Moreover, we can see that for α > 1 it holds
PF ∈M1(R1) and for β ∈ (0, 1

2 ) and R := R(N) = Nγ , γ > 0 it holds

Nβ
∞∫

R(N)

[1− F (z)]dz = Nβ [C(−α+ 1)z−α+1]∞R(N) = −C(−α+ 1)NβNγ(−α+1),

N [1− F (R(N))] = NCN−αγ = CN1−αγ .

Consequently for γ > max[ β
α−1 ,

1
α ] we can obtain that

Nβ

∞∫
R(N)

[1− F (z)]dz −→(N−→∞) 0, and, simultaneously, 2N [1−R(N)] −→(N−→∞) 0.

Employing the relations (4), (5) we can see that the following assertion holds.

Corollary 2. Let s = 1, t > 0, α > 1, and β, γ > 0 fulfil the inequalities γ > 1
α ,

γ
β >

1
α−1 , γ + β < 1

2 .

Let, moreover, {ξi}∞i=1 be an independent random sample corresponding to the distribution function F .
If

1. PF is absolutely continuous with respect to the Lebesgue measure on R1

(we denote by f the probability density corresponding to F ),
2. there exists constants C > 0 and T > 0 such that

f(z) ≤ Cαz−α−1 for z ∈ (−∞, −T ) ∪ (T, ∞),
then

P{ω : Nβ

∞∫
−∞

|F (z)− FN (z)| > t} −→(N−→∞) 0.

3 Main Results

In this section we shall try to introduce the results that guarantee the exponential convergence rate of
ϕ(FN ) to ϕ(F ). First result covers the known case when the tails of the probability density are at least
exponential. Evidently, this assertion covers the classical case of normal distribution. The second case
will try to cover some new arising economic applications when one dimensional marginal distribution
functions have the Pareto tails. It is known that this case appears for example in finance or river flow (for
more details see e.g. [13]). The corresponding form of multivariate case can be found e.g. in [10]. However
it is over the possibility of this contribution to deal with this case in more detail.

Theorem 1. [8] Let t > 0, {ξi}∞i=1 be a sequence of independent s–dimensional random vectors with a
common distribution function F. Let moreover X be a compact set. If

1. FN is an empirical distribution function determined by {ξi}Ni=1, N = 1, 2, . . . ,
2. PFi , i = 1, . . . , s are absolutely continuous with respect to the Lebesgue measure on R1 (we denote

by fi, i = 1, . . . , s the probability densities corresponding to Fi),
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3. there exist constants C1, C2 > 0 and T > 0 such that
fi(zi) ≤ C1 exp{−C2|zi|} for zi ∈ (−∞, −T ) ∪ (T, ∞), i = 1, . . . , s,

4. g0(x, z) is a uniformly continuous, Lipschitz (with respect to L1 norm) function of z ∈ Rs, the Lips-
chitz constant L is not depending on x ∈ X,

then
P{ω : Nβ |ϕ(FN )− ϕ(F )| > t} −→(N−→∞) 0 for β ∈ (0,

1
2

).

Proof. The assertion of Theorem 1 follows from Proposition 1 and Corollary 1. �

Theorem 2. Let t > 0, α > 1, β, γ > 0 fulfil the inequalities γ > 1
α ,

γ
β >

1
α−1 , γ+β < 1

2 . Let, moreover,
{ξi}∞i=1 be an s–dimensional independent random sample corresponding to the distribution function F, X
be a compact set. If

1. FN is an empirical distribution function determined by {ξi}Ni=1, N = 1, 2, . . . ,
2. PFi , i = 1, . . . , s are absolutely continuous with respect to the Lebesgue measure on R1 (we denote

by fi, i = 1, . . . , s the probability densities corresponding to Fi),
3. there exist constants C > 0 and T > 0 such that

fi(z) ≤ Cαz−α−1
i for z ∈ (−∞, −T ) ∪ (T, ∞), i = 1, . . . , s,

4. g0(x, z) is a uniformly continuous, Lipschitz (with respect to L1 norm) function of z ∈ Rs, the Lips-
chitz constant L is not depending on x ∈ X,

then
P{ω : Nβ |ϕ(FN )− ϕ(F )| > t} −→(N−→∞) 0.

Proof. The assertion of Theorem 2 follows from Proposition 1 and Corollary 2. �

4 Conclusion

The aim of the paper has been to investigate properties of the empirical estimates of the optimal value in
the case of one–stage optimization problems depending on a probability measure. The introduced results
are based on the stability results corresponding to the Wasserstein metric and L1 norm in Rs, s ≥ 1.
They do not cover only the normal distribution corresponding to many “classical” approaches in finance,
however also the case of Pareto distribution. This result is crucial, namely, it is known that the distri-
butions with “heavy” tails correspond to many new applications (for more see e.g. [10] and [13]). The
achieved convergence rate is the best as possible in the case of exponential tails, in the case of Pareto
distribution the introduced convergence rate is worse and depends on the parameter α.
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